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range of fish d18O values is translated into a tem-
perature range of at least 25°C. Lécuyer et al. (26)
have shown that the d18O of the global ocean
most likely ranged from –1 to 0‰ [standard
mean ocean water (SMOW) values] throughout
the Jurassic and Cretaceous. Accordingly, the
lowest temperatures of 12° T 2°C correspond to
the highest fish d18O values approaching 22‰,
and the highest temperatures of 36° T 2°C cor-
respond to the lowest fish d18O values close to
18‰ (Fig. 2). Ichthyosaurs and plesiosaurs have
d18O values similar to those of fish at a corre-
sponding temperature range of 26° T 2°C esti-
mated from fish and seawater d18O values of
19.5‰ and –1 to 0‰, respectively (Fig. 2). The
regression line for mosasaurs intercepts the hori-
zontal null line at a lower d18O value of 18.5‰,
thus indicating a possible higher body temper-
ature of 30° T 2°C. These temperature ranges are
the minimal values that can be considered for
ichthyosaur, plesiosaur, and mosasaur body tem-
peratures if the d18O of their body equaled that
of ambient seawater.

However, aquatic breathing vertebrates have
body waters that are slightly 18O-enriched rela-
tive to ambient water in the absence of trans-
cutaneous evapotranspiration, and published data
for modern aquatic reptiles reveal that this isotopic
enrichment does not exceed 2‰ (30, 31). Con-
sequently, the body temperatures of studied ich-
thyosaurs and plesiosaurs could have been as high
as 35° T 2°C and even close to 39° T 2°C for mo-
sasaurs, according to Kolodny et al.’s equation
(21). Both slope values of linear regressions and
estimates of body temperatures are in good agree-
ment with the swimming performances that were
modeled for these three groups of marine reptiles.
Massare (32, 33) and Motani (14) suggested that
ichthyosaurs were pursuit predators, whereas most
mosasaurs were ambush predators, not requiring
high metabolic rates all the time. Plesiosaurs were
considered to have been cruisers, although slower
than ichthyosaurs in sustained speed.

The d18O values of Mesozoic ichthyosaurs
and plesiosaurs support the hypothesis that these
large predators were able to regulate their body
temperature independently of the surrounding
water temperature even when it was as low as
about 12° T 2°C. In the case of mosasaurs, we
cannot exclude the possibility that their body
temperature was partly influenced by the temper-
ature of ambient water. In any case, estimated
body temperatures in the range from 35° T 2°C to
39° T 2°C encompass those of modern cetaceans
(34) and suggest a high metabolic rate required
for predation and fast swimming over large dis-
tances, especially in cold waters. d18O data from
tooth phosphate reveal the existence of homeo-
thermy for ichthyosaurs and plesiosaurs, and of at
least partial homeothermy for mosasaurs, with in
all cases a taxonomic resolution that does not
exceed the family or infraclass. These three dis-
tinct phylogenetic groups of large marine reptiles
were able to maintain a body temperature sub-
stantially higher than that of ambient marine waters,

indicating that some kind of endothermy operated
as an internal source of heat.
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Climate Change Will Affect
the Asian Water Towers
Walter W. Immerzeel,1,2* Ludovicus P. H. van Beek,2 Marc F. P. Bierkens2,3

More than 1.4 billion people depend on water from the Indus, Ganges, Brahmaputra, Yangtze,
and Yellow rivers. Upstream snow and ice reserves of these basins, important in sustaining seasonal
water availability, are likely to be affected substantially by climate change, but to what extent is
yet unclear. Here, we show that meltwater is extremely important in the Indus basin and important
for the Brahmaputra basin, but plays only a modest role for the Ganges, Yangtze, and Yellow rivers.
A huge difference also exists between basins in the extent to which climate change is predicted
to affect water availability and food security. The Brahmaputra and Indus basins are most
susceptible to reductions of flow, threatening the food security of an estimated 60 million people.

Mountains are the water towers of the
world (1), including for Asia, whose
rivers all are fed from the Tibetan pla-

teau and adjacent mountain ranges. Snow and
glacial melt are important hydrologic processes
in these areas (2, 3), and changes in temperature

and precipitation are expected to seriously affect
the melt characteristics (4). Earlier studies have
addressed the importance of glacial and snow
melt and the potential effects of climate change
on downstream hydrology, but these are mostly
qualitative (4–6) or local in nature (7, 8). The
relevance of snow and glacial melt for Asian river
basin hydrology therefore remains largely un-
known, as does how climate change could affect
the downstream water supply and food security.

We examined the role of hydrological pro-
cesses in the upstream areas, whichwe defined as
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lands. 2Department of Physical Geography, Utrecht University,
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all areas higher than 2000m above sea level (masl),
on the water supply of the five major Southeast
Asian basins (Fig. 1). These basins, which pro-
vide water to more than 1.4 billion people (over
20% of the global population), vary considerably
in their characteristics (Table 1). The Yangtze has
the largest population of the five basins, whereas
the Ganges is the most densely populated. The
Indus and Brahmaputra basins have extensive
upstream areas (i.e., above 2000 m) and larger
glaciated areas than the Yangtze and Yellow river
basins (9). TheGanges, Brahmaputra andYangtze
basins are wetter than the Yellow and Indus basins
(10). The Indus, Ganges, and Yangtze basins sup-
port large-scale irrigation systems (11) with high
net irrigation water demand, but in the Indus the
difference between basin precipitation and net ir-
rigation demand is highest. We investigated three
related components of these river basins: (i) the
current importance of meltwater in overall river
basin hydrology; (ii) observed cryospheric changes;
and (iii) the effects of climate change on thewater
supply from the upstream basins and on food
security.

We used the Normalized Melt Index (NMI)
over the period 2001 to 2007 to quantify the im-
portance of meltwater from the upstream areas on
overall basin hydrology. NMI is defined as the
volumetric snow and glacier upstream discharge
divided by the downstream natural discharge. Up-
stream discharge is calculated with a calibrated
snow melt runoff model (SRM) (12, 13). Down-
stream natural discharge is calculated by sub-
tracting the natural evaporation (En) of the basins,
calculated with a hydrological model (14), from
precipitation (P) (15).En excludes additional evap-
oration from irrigated areas, because irrigation
water is derived from upstream sources. The

differenceP – En is therefore ameasure of natural
downstreamdischarge. TheNMI is amore reliable
measure than the commonly usedmeltwater frac-
tions of total river discharge, which are affected
by reservoirs, andwater extractions (13). The great
size of the basins that we analyze allows us to
use melt parameters calculated for whole basins,
rather than a different set of melt parameters for
each different glacier, because each basin contains
many glaciers of all types. Results from the NMI
analysis (Fig. 2) indicate that for the present-day
climate, meltwater plays an important role in the
Indus and Brahmaputra river basins. This is most
evident in the Indus: Discharge generated by snow
and glacial melt is 151% of the total discharge
naturally generated in the downstream areas. In the
Brahmaputra basin this amounts to 27%. The con-
tribution of snow and glacier water to the Ganges
(10%), Yangtze (8%), and Yellow (8%) rivers is
limited owing to comparatively large downstream

areas, limited upstream precipitation, smaller gla-
ciers, and/or wet monsoon-dominated downstream
climates (Table 1). In the Indus and Ganges basins,
about 40% of the meltwater originates from gla-
ciers, whereas in the other basins the glacial melt
contribution is much less.

Since the end of the last ice age, an almost
worldwide recession in glaciers has been observed
(16), a trend that also applies to most of the gla-
ciers in the Himalayas. Annual net imbalance
rates of 0.5 to 0.9 m year−1 have been observed
from time series of digital elevationmodels in the
Everest region in Nepal (17) and SPOT satellite
imagery in the western Himalayas (18), whereas
radioactivity analysis in ice cores revealed no net
accumulation of ice in a high-elevation glacier in
Tibet (19). However, there are some regional
anomalies (13). We used the DMT-1 GRACE
gravity model (20) in combination with derived
precipitation trends (10) to identify large-scale

Fig. 1. Basin boundaries and river courses of the Indus, Ganges, Brahmaputra, Yangtze, and Yellow rivers. Blue areas denote areas with elevation exceeding
2000 masl. The digital elevation model in the background shows the topography ranging from low elevations (dark green) to high elevations (brown).

Table 1. Characteristics of the five major Southeast Asian basins. Population data (2005) are based
on the GPWv3 dataset [http://sedac.ciesin.columbia.edu/gpw (9 March 2009)]; precipitation data
(average from 2001 to 2007) are based on (10); glacier areas are based on a dataset [http://glims.
colorado.edu/glacierdata (9 March 2009)] provided by the Global Land Ice Measurements from Space
(GLIMS) project (9). Irrigated areas and net irrigation water demand are based on (11). Upstream
refers to the area > 2000 m.

Parameter Indus Ganges Brahmaputra Yangtze Yellow
Total area (km2) 1,005,786 990,316 525,797 2,055,529 1,014,721
Total population (103) 209,619 477,937 62,421 586,006 152,718
Annual basin precipitation (mm) 423 1,035 1,071 1,002 413
Upstream area (%) 40 14 68 29 31
Glaciated area (%) 2.2 1.0 3.1 0.1 0.0
Annual upstream precipitation (%) 36 11 40 18 32
Annual downstream precipitation (%) 64 89 60 82 68
Irrigated area (km2) 144,900 156,300 5,989 168,400 54,190
Net irrigation water demand (mm) 908 716 480 331 525
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trends in snow and ice storage in each of the five
basins. Results were inconclusive. We identified
a negative trend of −0.22 T 0.05 m year−1 only in
the Ganges basin. A positive trend of 0.19 T 0.02
m year−1 was observed in the Indus basin, while in
the other basins no discernable trends were iden-
tified (13). On the basis of this review, we con-
clude that there is a general decrease in the ice
volumes of Asian basins, although regional anom-
alies exist and, as regional quantification of these
trends is lacking, the uncertainty about these
trends is substantial.

We made projections of future upstream dis-
charge using a hydrological modeling approach
that incorporates uncertainty about the cryospheric
response by employing a scenario analysis. The
hydrological model SRM simulated the present-
day discharge with acceptable accuracy (fig. S1).
To provide a multimodel assessment of future
water availability from the upstream river basins,
we forced the SRMmodel with outputs from five
general circulation models (GCMs) for the SRES
A1B scenario over the period 2046 to 2065. In
addition, two different scenarios of future glacier

size were modeled (13): (i) a best guess based on
glacier mass-balance calculations assuming trends
in degree days and snowfall between current time
and 2050 (calculated by the GCMs) to be linear,
and (ii) an extreme (and unlikely) scenariowith total
disappearance of all glaciers to serve as a reference.

Upstream water supply is crucial to sustain
upstream reservoir systems, which are used to
store and release water to downstream areas when
most needed. Irrigation water for the Indus Basin
Irrigation Systems, which is the largest irrigation
network in the world, is, for example, regulated
through twomajor storage dams (Tarbela dam on
the Indus River and the Mangla dam on the
Jhelum River). Both are located in the upper
Indus basin and are fed predominantly by melt-
water. Any change in upstream water supply to
these dams will have a profound effect on mil-
lions of people downstream. Our results show a
substantial variation in changes in future water
supply (Fig. 3). The best-guess glacier scenario
resulted in a modeled decrease in mean upstream
water supply from the upper Indus (−8.4%), the
Ganges (−17.6%), Brahmaputra (−19.6%), and
Yangtze rivers (−5.2%). Although these changes
are considerable, they are less than the decrease
in meltwater production would suggest, because
this reduction is partly compensated for by in-
creased mean upstream rainfall (Indus +25%,
Ganges +8%, Brahmaputra +25%, Yangtze +5%,
Yellow +14%). The analysis even shows a no-
table 9.5% increase in upstream water yield in
the Yellow River because this basin depends
only marginally on glacial melt (Fig. 2). Results
should be treated with caution, however, because
most climate models have difficulty simulating
mean monsoon and the interannual precipitation
variation (21, 22), despite recent progress in im-
proving the resolution of anticipated spatial and
temporal changes in precipitation. Nevertheless,
we conclude that although considerable cryo-
spheric changes are to be expected, their impact
will be less than anticipated by, for example, the
4AR of the Intergovernmental Panel on Climate
Change (IPCC) (2). In that report, it was sug-
gested that the current trends of glacier melt and
potential climate change may cause the Ganges,
Indus, Brahmaputra, and other rivers to become
seasonal rivers in the near future. We argue that
these rivers already are seasonal rivers, because
the melt and rain seasons generally coincide and
a decrease in meltwater is partially compensated
for by an increase in precipitation. Figure 3 also
shows a temporal shift in the upstream hydro-
graph patterns. The Yellow River, in particular,
shows a consistent increase in early spring dis-
charge. This is highly beneficial because most
reservoirs are empty at the beginning of the
growing season. An accelerated melt peak may
thus alleviate a shortage of irrigation water in the
drought-prone early stages of the growing sea-
son. In addition, further temporal shifts in the
hydrograph could occur as a result of changes in
seasonal glacier storage caused by a reduced gla-
cier area (23).

Fig. 2. Normalizedmelt
index (NMI) for snow and
glacier melt for the pres-
ent (2000 to 2007) climate.
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Fig. 3. Simulated mean upstream discharge for
the present (2000 to 2007) and future climate for
the A1B SRES scenario [A1B (2046 to 2065)].
Glacier size in 2050 is based on a best-guess
scenario (13). Most critical to projected changes in
discharge are future precipitation and temperature
and the melt characteristics of snow and glaciers,
here modeled using degree-day factors (DDFs). To
account for the uncertainty in future precipitation
and temperature, the best-guess scenario was run

with five different GCMs (CCMA-CGCM3, GFDL-CM2, MPIM-ECHAM5, NIES-MIROC3, UKMO-HADGEM1). For
the upper Indus basin, the ice and snow DDFs are constrained by observed runoff. No runoff observations
were available for the other upper basins so that DDFs from the Indus were used. To account for this
additional uncertainty, we performed a first-order-second-moment analysis (13). Vertical error bars (T1s)
from the Indus thus include only the uncertainty about future climate, whereas the projected discharge of
the other basins includes uncertainty about both future climate as well as basin-specific DDFs (assumed
Gaussian with mean snow DDF = 4 mm °C−1 day−1, mean ice DDF = 7 mm °C−1 day−1, and both with s =
1 mm °C−1 day−1). Vertical error bars around present discharge are due to uncertainty about snow and ice
DDFs only.
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Regardless of the compensating effects of in-
creased rainfall in the two basins with the largest
NMI, the Indus and the Brahmaputra, summer
and late spring discharges are eventually expected
to be reduced consistently and considerably
around 2046 to 2065 after a period with increased
flows due to accelerated glacial melt. Figure S2
also shows the extreme scenario in which all
glaciers are assumed to have disappeared. Again,
the Indus and Brahmaputra show the most pro-
nounced changes.

These anticipated changes will also have
considerable effects on food security. By relating
changes in upstream water availability to net ir-
rigation requirements (11), observed crop yields,
caloric values of the crops, and required human
energy consumption, one can estimate the change
in the number of people that can be fed (13). The
results (based on a best guess of 2050 glacier
area) show a sizable difference between the five
basins. Estimates range from a decrease of −34.5 T
6.5 million people that can be fed in the Brahma-
putra basin to −26.3 T 3.0 million in the Indus
basin, −7.1 T 1.3 million in the Yangtze basin,
and −2.4 T 0.2 million in the Ganges basin, and
an increase of 3.0 T 0.6 million in the Yellow
River basin. In total, we estimate that the food
security of 4.5% of the total population will be
threatened as a result of reduced water availabil-
ity. The strong need for prioritizing adaptation
options and further increasing water productivity
is therefore ever more eminent (24). Figure S3
shows the projected changes in food security for
the two different glacier scenarios. The difference
between the scenarios is largest for the Indus and
Brahmaputra basins, as a direct result of the high

NMI in these areas. Clearly, upstream discharge
and downstream food security of the Indus and
Brahmaputra basins are the most sensitive to
climate change.

We conclude that Asia’s water towers are
threatened by climate change, but that the effects
of climate change on water availability and food
security in Asia differ substantially among basins
and cannot be generalized. The effects in the
Indus and Brahmaputra basins are likely to be
severe owing to the large population and the high
dependence on irrigated agriculture and melt-
water. In the Yellow River, climate change may
even yield a positive effect as the dependence on
meltwater is low and a projected increased up-
stream precipitation, when retained in reservoirs,
would enhance water availability for irrigated
agriculture and food security.
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Periodic, Chaotic, and Doubled
Earthquake Recurrence Intervals on
the Deep San Andreas Fault
David R. Shelly

Earthquake recurrence histories may provide clues to the timing of future events, but long intervals
between large events obscure full recurrence variability. In contrast, small earthquakes occur frequently,
and recurrence intervals are quantifiable on a much shorter time scale. In this work, I examine an
8.5-year sequence of more than 900 recurring low-frequency earthquake bursts composing
tremor beneath the San Andreas fault near Parkfield, California. These events exhibit tightly clustered
recurrence intervals that, at times, oscillate between ~3 and ~6 days, but the patterns sometimes
change abruptly. Although the environments of large and low-frequency earthquakes are different, these
observations suggest that similar complexity might underlie sequences of large earthquakes.

The idea that fault segments rupture in
similar quasi-periodic earthquakes is a
model increasingly incorporated into

earthquake forecasts (1, 2). In certain places,

however, large systematic deviations from average
recurrence intervals (3, 4) call into question the
utility of this simple model. Examples of complex
earthquake recurrence include chaotic intervals as
well as period doubling, which is usually transi-
tional between periodic and chaotic behavior
(5, 6).

Numerical models sometimes show complex-
ity in earthquake recurrence intervals, such as
chaotic behavior and period doubling, in addition
to periodic slip (7–13). Laboratory studies have
also demonstrated evidence for complexity in
frictional sliding experiments, especially near the
transition from stable sliding (fault creep) to stick-
slip (earthquakes) (5, 9, 14). Large natural earth-
quakesmay be subject to similar controls, with fault
interactions accounting for variations in recurrence
intervals on a given fault segment (15, 16), but
tens to hundreds of years between large events on
a given natural fault strongly limit the number of
observable intervals. Even in rare instances where
long records exist, such as Nankai Trough, Japan
(16), a 1300-year record of eight events on a given
segment probably does not reveal the full varia-
bility of earthquake rupture. Likewise, the timing
of the 2004 moment magnitude (Mw) 6.0 Park-
field, California earthquake was not anticipated
based on this segment’s history of six prior earth-
quakes dating back to 1857 (17).

Smaller earthquakes, with correspondingly
shorter recurrence times, provide a more tractable
natural laboratory for investigating recurrence
behavior. In this study, I examined the recurrence
intervals of a “family” of similar low-frequency

U.S. Geological Survey, Menlo Park, CA 94025, USA. E-mail:
dshelly@usgs.gov
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Corrections & CLarifications

www.sciencemag.org    SCIENCE    erratum post date    30 july 2010 

Erratum
Reports: “Climate change will affect the Asian water towers” by W. W. Immerzeel et al.  
(11 June, p. 1382). In Fig. 3, the superscript minus signs in the units along the y axis were 
mistakenly omitted. The units should have read Q (m3 s–1). The corrected figure is shown here.

Corrections & CLarifications

Post date 30 July 2010
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